Existence and non-existence ot solutions to the
Ginzburg-Landau equations in a semi-infinite
superconducting film
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Abstract

For the problem

Y =gyt A%y
K

A// — Q)Z)QA
¥'(0) =1)(00) =0
A(0) =A'(c0) =1

It is proved, for type II superconductors (k > 1/4/2) that

1. No solutions can exist for h < 1/\/§ other than the normal state ¢ = 0, A =
hx + C.

2. Positive solutions (¢ > 0) exist whenever 1/v/2 < h < he, ~ 1.7k

3. As h | 1/4/2 the limit of any converging subsequence satisfies A = 0, ¢ = 1 at
infinity.

1 Introduction

When a superconducting body is placed under the action of an applied magnetic field,
the material would revert to its normal state for sufficiently strong applied field. Linear
bifurcation analysis of the normal state [15, 5] discovers that if the applied magnetic field
h is lowered below a certain critical field, which has been termed h., or the onset field, the
material becomes superconducting once again. When h =~ h., it is well known that the
superconducting region is concentrated in a narrow layer near the boundaries [15, 5]. If the
field is lowered further the supeconducting region is expected to spread from the boundaries
into the domain’s interior [8, 16].
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The first case in which the bifurcation from the normal state to the superconducting one,
in the presence of boundaries, was calculated is the case of a half-plane [15]. The significance
of Saint-James and de Gennes’ solution [15] extends far beyond the simple, one-dimensional
example of a half-plane. It was proved, first for films [7], then for disks [4], and finally for
general two-dimensional domains with smooth boundaries [14, 12|, that as the domain’s scale
tends to infinity the onset field tends to de-Gennes’ value. Furthermore, the solution in the
boundary layer can be approximated by the solution to the one-dimensional problem.

Extrapolating into the non-linear regime, it appears reasonable to believe that the one-
dimensional non-linear solution can serve as a good approximation for the behaviour of the
solution near the boundaries, at least as long as hg < h < h,, for some positive hg. This,
among other things, has been the motivation for the careful and extensive numerical study
of the one-dimensional problem in [2] in finite intervals.

Consider then a semi-infinite film of superconducting material. The Ginzburg-Landau
equations may be written in their one-dimensional form [9)].

wl/
K2

— )% —1h + A% (1.1a)
A" = ?A (1.1b)

where ) is the superconducting order parameter (the gauge has been chosen so that ¢ would
be real), A = Ay is the magnetic vector potential, the magnetic field is given by H = A'y,
and k is the Ginzburg-Landau parameter. The boundary conditions satisfied by 1 and A
are

Y'(0) = lim ¢ = 0 (1.1c,d)
A'(0) = lim A" =h . (1.1e,f)

In the present contribution we focus on the above problem for type II superconductors
(k > 1/4/2). We prove the following results:

1. Positive solutions (1 > 0) exist whenever 1/v/2 < h < h, ~ 1.7k

2. No positive solutions can exist for h < 1/ V2. This does not mean that the normal state
would prevail, since it is unstable, but rather that the solution of the time dependent
Ginzburg-Landau equation satisfying (1.1d,f) must be time-dependent.

3. As h | 1/4/2 the limit of any converging subsequence satisfies A = 0, ¥ = 1 at infinity.

We also discuss the behaviour of solutions in the case h — 1/ V2 < 1 The above results are
in agreement with conjecture 4.8 in [2].

In the next section we prove the existence result, in § 3 we prove their non-existence for
h <1/4/2, and in § 4 we discuss the limit » | 1/4/2. In the last section we briefly summarize
the work and address some key points, insufficiently emphasized within the analysis.



2 Existence

We define the onset field, h¢, in the following manner
he, =inf{h > 0| ¢ =0, A= hx + C is the unique solution of (1.1)}

he, = 1.7k is also known as DeGenne’s value [15].
In this section we prove the following result:

Theorem 2.1 Let Lz < k and let % < h < he,. Then there exists at least one solution

(,A) to (1.1), for which 0 <) < 1.
To prove the above result we examine the initial value problem

wl/

= =7 — i+ A% (2.1a)

K
A" =2 A (2.1b)
'(0)=0 ;5 ¥(0) =1 (2.1c,d)

AO)=h : A®0)=—/1- %ng , (2.1e.f)

whose solution must exist in the interval [0, z) for some x > 0. For fixed \% < k and \% <h
we examine the solutions of (2.1) for 0 < ¢y < 1, and show that at least one of them satisfy
(1.1) and 0 < ¢ < 1 for all x > 0. Before proving theorem 2.1 we need, therefore, to prove
some general statements concerning any solution of (2.1).

Lemma 2.2 Let (1, A) be a solution of (2.1) with 0 < ¢y < 1 and h > 1/+/2. If Jzg > 0
such that ¥ (x9) = 1 and ¢'(xg) > 0, then 3z > xo such that lim,,, ¢ = oo.

Proof: Suppose first that 1'(z¢) > 0. Then, since by (2.1a) ¥ cannot have a local maximum
where 1) > 1 [11], we have ¢/ > 0 for all © > xy. Multiplying (2.1a) by ¢’ and integrating
between zo and x we obtain

[w% 1

xT

>0 =

()"

R

(1—2)° vz >y, (2.2)

| —

4 2
e Tty =

zo
which yields
Yo pevane
P +1
Consequently, when the right-hand-side of the above inequality becomes greater than unity,

1) can no longer exist.

Let then ¢/(z0) = 0. If A%*(z0) > 0 then 9" (x) > 0 and hence ¢/ > 0 for all x > . We
can then obtain (2.2) by repeating the same steps as before. Finally, if A(z¢) = 0 we obtain
from the Hamiltonian relation

N2
1
(iz) + (A/)Q . §¢4 4 wZ . ¢2A2 — h2 (23)
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that (4')?(zo) = h* — 1 > 0. Hence, ¥®(z0) = 0 but ¢ (20) = 2h* — 1 > 0, and therefore,
' > 0 for all x > xy and we can proceed as before. [J

We note that the same result holds for (=, A), or equivalently, if 3zy > 0 such that
Y(zg) = —1, and ¥'(z9) < 0, then Jxy > x such that lim,q,, ¥ = —oc.

Lemma 2.3 Any solution (1, A) of (2.1) which exists in [0, 00) with h > 1/v/2 must satisfy:

lim A% = oo

T—r00
Proof: By (2.1b) A can have neither a non-positive minimum or a non-negative maximum
(if at some point A = A" = 0 then A = 0). Hence, if x5 > 0 such that A(xg) = 0, then
A" > A'(xy) > 0 for all x > z¢, and thus, A — 0o as z — oo. If, on the other hand, Jz5 > 0
such that A’(z9) = 0 and A(zy) < 0, then both A" and A” must be negative for all = < x,
and hence A — —o0 as x — 00.

Suppose now, for a contradiction, that A" > 0 for all z > 0 and that A — A, < 0 as

x — 0o. Since A” < 0 for all z, A’ — 0 as x — oo, and hence A” = 924 — 0 as well. If

1 — 0, then by (2.3) W% s B2 - a contradiction. If A — 0, then there exists 2y such that

K

when x > x5, (A')% < (h? — 1/2) /2. Hence, for any x > z,

(W)? 1, 2 2 h* — % h — %
s gt — h? — >
K2 ~ 2¢ v 2 = 2

and since h > \/ii we must have for some z¢ > 0 ¥(x¢) = £1 and ¢¥¢'(xg) > 0. By lemma
2.2 (¢, A) cannot exist in that case for all z > 0. O

Lemma 2.4 Let (1, A) be any solution of (2.1), which exists in [0,00) with h > 1/y/2.
Then,
lim ¢ =0

T—r00

Proof: By lemma 2.3 for sufficiently large x we have
PP—1+A%>0.

Hence, 1) must be either convex or concave, and thus, monotone for sufficiently large x. Since

¥ is bounded by lemma 2.2, we have ) —— 1),. Hence, /" —— 0, and therefore ¢, = 0.
T—00 T—00
UJ

Proof of theorem 2.1: We first define a pair of subsets, S; and Sy, of the interval (0, 1] in
the following manner

1. ¢y € S; = any solution (¢, A) of (2.1) must satisfy
(a) 1 >0;9v —

iy

(b) ¥ >0V0 <z <.



2. g € Sy = Any solution (¢, A) of (2.1) must satisfy ¢» < 0 on some open subset of R¥.

The sets S; and Sy are clearly disjoint. They are also open in view of the continuity of the
solution of (2.1) in ¢y and lemma 2.2. It is easy to show that S; is non-empty: for ¢y = 1
the solution must blow up for some finite z; > 0 by lemma 2.2.

To show that Sy is non-empty we consider the limit ¢ — 0. Denote by ¢(z,h) the
solution of the linearized problem

ﬁ_;' = [(he—1)* — 1] ¢ (2.4a)

»(0)=1 ; ¢0)=0 (2.4b,c)

We claim that as ¢¥g — 0, ¥ ~ ¥¢[l + O(3)] on any finite interval [0,z). To prove this
statement we first note that for ¢y = 0 the unique solution is ¢» = 0, A = hx — 1. Thus,
using, for instance, theorem V.2 in [6] we obtain for some positive constant C' which may
depend on z that

Y] 0,21 < Ctho
Consequently, by (2.1b), we have

1A = (he = 1)|| <) < Cp

(C need not be the same constant as before although we keep the same notation). We can
now apply theorem V.3 in [6] to show that as ¢y — 0

1% — 09|l o0, < C3.

Hence, if ¢ is negative in some open subset of R™, then, for sufficiently small 1), ¥ must be
negative on some open subset of R* as well.
Let h = k. Then, the solution of (2.4) is given by

oz, k) = [1 - E/ e(”tl)th] ed[1-(xe-1?]
0

(&

Obviously, ¢ — —o0 as © — 00, and hence, at least for h = k S, is not empty, and dxy > 0
such that ¢(zg,x) = 0. Since ¢(z, h) is continuously differentiable in h in view of (2.4a),
there exists a continuously differentiable function Z(h), in some neighborhood of h = k, such
that ¢(Z, h) = 0. This function would exist as long as ¢'(zZ, h) # 0. Clearly, if ¢'(z,h) =0
for some finite z, then ¢ = 0 for all . Thus, S; may become empty only if 3hg such that

T > 00 If such 7 exists, then ¢(x, ho) must decay exponentially fast as  — oo (cf.
—ho

theorem 36.1 in [17]).
It is well known [15] that when h = h¢,, a positive decaying solution of (2.4) exists. If
we prove that for no h < h¢, there is a positive solution of (2.4) which decays at infinity



then S5 is not empty for any h < he,. Suppose then, for a contradiction that 30 < hy < he,
such that ¢(z, hy) is a positive solution of (2.4) which decays at infinity. Let

§

_ £ . _
¢0(§) - gb( \/ch hcg) ) le(f) - Qb( /{Zhl ) hl)
Then,
§= 1€ 20000 a0=, [ (2:5)

1= [ —20:€] ¢ g = \/hzl (2.5b)

$o(0) =1 ;5 ¢(0)=0 (2.5¢,d)
¢1(0)=1 ; ¢(0)=0. (2.5¢,f)

We now subtract the product of (2.5b) by ¢ from the product of (2.5a) by ¢; and integrate
over RT to obtain

(a0 — 1) / bodiEdE = 0,
0

and hence ¢, cannot be positive on RT.

Thus S; and Sy are disjoint, open and non-empty for \/Lﬁ < h < he. Since (0,1] is
connected, Si|JS2 # (0,1]. Hence, there exists 1y € (0,1] whose corresponding solution
(1, A) of (2.1) in R, must satisfy by lemma 2.2 0 < ¢ < 1 for all z > 0.

By lemma 2.4 ¢p —— 0, and in view of the convexity of ¢ - ¢’ and " must decay at

T—00
infinity as well. Hence, by (2.1a) ¥ A> —— 0 and therefore, from the Hamiltonian relation
T—00
(2.3) we obtain
lim A" = +h .

T—00

To complete the proof of the theorem it remains necessary to show that A’ tends to h
and not to —h. Suppose then, for a contradiction that A" — —h. Clearly, A must have a
negative maximum in that case at some point x = x; > 0. At z = 1 we have by (2.3)

(W)* 1

7 - 57,04 + ¢2 > h?. (2.6)

1

Suppose first that ¢'(z1) > 0. Consequently, by (2.2) the above inequality must hold for
any interval [xq,x] on which ¢’ > 0. However, from (2.6) follows ¢'(z1) > k+/h? — 1/2, and
hence by bootstraping we obtain ¢’ > 0 for all x > x1, which clearly contradicts lemma 2.4.

If, on the other hand ¢’(x1) < 0, then in some interval (g, ], in which ¢’ < 0 we have

a [w? 1
@[ e Tl

<0. (2.7)




Since 9" (0) > 0 there must be such a point = = zy, where ¢/ = 0. Clearly,

[(W 1

)

N |

b

o

which contradicts (2.6) and (2.7). Finally, if A'(z1) = ¢/(z1) = 0, then by (2.3)
o L4 o
¢ - §¢ > h )

which is once again a contradiction with h? > 1/2. O

If b > h., the set Sy becomes empty, and hence, the above arguments becomes inap-
plicable. It is reasonable to assume that for A > h., no solution can exist to (1.1). The
requirement i > 1/+/2 is necessary both in the proof of lemma 2.2 and the argument show-
ing that A’ tends to h and not to —h. For h <1/ V/2 it is demonstrated in the next section
that no solution can exist to (1.1). We note that the results in this section are applicable to
type I superconductors as well, as long as h., ~ 1.7 > 1/4/2, as the requirement x > 1/v/2
was never used per Se. Nevertheless, since h must be greater than 1/4/2, theorem 2.1 ceases
to be valid when 1.7x < 1/\/5

3 Non-existence

In this section we prove the following result:

Theorem 3.1 Let k > % and h < \/Li Then no solution can exist to (1.1), except for the
normal state v =0, A= hx + C.

In order to prove the theorem we first derive the asymptotic behaviour of ¢ as © — oc.

Lemma 3.2 Let (¢, A) be a solution of (1.1). Then

¥ =x(@)U (~5;¢) (3.1a)
A~ hz—a+0(e ) as z — 0o (3.1b)

wherein U is a parabolic cylinder function of the first kind, a and o are some positive numbers,
& =V2kh (x — %) (3.1c)

and x satisfies

X(2) ~ X0 + O (e*aﬁ) . (3.1d)



Proof: We first note that (3.1b) has already been proved in [11]. Following [11] we then
multiply (1.1a) by ¢’ and integrate over (z,00) to obtain, for sufficiently large =

_% @0/2:/{2/ ¢wl (¢2+A2—1) dt>—%KI'277ZJ2,

where K is any positive number smaller than xh. Hence, taking into account that ¢’ < 0
for sufficiently large x we must have

P < e K (3.2a)
for any 0 < K < kh/2. By (1.1b) we obtain
A~hz—a+0(Ee ) asz = oo (3.2b)
for the same values of K.

It is not difficult to show using variation of parameters, in view of (3.2), that any decaying
solution of (1.1a) can be written in the form

¥ = (@)U (=57-¢) (3.3)
where
V) = gy [ 1~ G st (o)

Since for sufficiently large z, U is monotonically decreasing, we obtain by (3.2)
6—2K332
X'(@)] € ———F— -
U(=25.&(@))

— 5

2
e~"h="/2) " Conse-

From the well known asymptotic behaviour of U [1] we obtain U ~ O(
quently, picking K which is sufficiently close to xh/2, yields

1
(@) < exp {‘1“’”2}

from which (3.1d) immediately follows. [
Proof of theorem 3.1 Suppose for a contradiction that a solution (i, A) to (1.1) does
exist. Following [10] we define the functions

F=v2A" —1+? (3.4a)
G = Z +yA (3.4b)



Using (3.2b) and the asymptotic behaviour of U as x — oo yields (cf. also [3])

1 9 1h—k 1
wNCeXp{—imhx —|—/$aa:—§ . logx—i_}{l—'—O(ﬁ)}'

Hence, as ¢ — o0

G ~ (—%h/_ﬁ;; + 0(:;;—2)> . (3.5)

In the present case (h < 1/v/2 < k), therefore, G’ becomes positive for sufficiently large z.
Yet, G(0) < 0 since A(0) must be negative (otherwise ¢” would be monotone increasing for
all ). Denote then by x; the last zero of G in R*. Clearly, for x > x; G must be positive.
Hence,

G'(z1) >0 (3.6)

However, it is easy to show [10] that

G’ < k(VF + AG) . (3.7)

Furthermore, writing Hamiltonian relation (2.3) in the form

F(¢2—1—\/§A’)—2G<—/—¢A) =1 —2h?

K

it can be easily seen that for h < 1/v/2, F(z;) < 0, which together with (3.7) contradicts
(3.6). O

We note that the above arguments are inapplicable for type I superconductors. We expect
that solutions would cease to exist for h < k, but the above arguments do not support this
hypothesis [2].

4 Properties as h | 1/1/2

In this section we investigate the properties of the solutions of (1.1) in the limit A | 1/v/2.
To this end we need first the following lemma which summarizes a few auxiliary results.

Lemma 4.1 Any solution of (1.1) must satisfy

A'>0 (4.1a)
0<y <1 (4.1Db)
— 1< A(0) < —=1/Vv2 (4.1c)

Furthermore, v has exactly one local mazimum in R™ at some point xo > 0.



Proof: For the proof of (4.1a) see the proof of lemma 2.3. Lemma 2.2 demonstrates that
1 < 1. The positivity of ¢ is proved in [11]. The proof of (4.1c) follows directly from (2.1f).

To prove the last statement (that ¢ has a single maximum), let (¢, A) be a solution of
(1.1) for k > 1/4/2. Tt is not difficult to show that 1 has exactly one maximum point at
some x = xg > 0. If it has a minimum at = = x; > x¢, then

W+ A =1, 20> (" + 47 1)

o

and since 9(z1) < ¥(xy) we must have A?(z;) > A%(zy). As A(z1) > A(zwg), we must have
A(zy) > 0. However, since 9" (x;) > 0, and since (¢% 4+ A% —1)" > 0 as long as ¢/ > 0 we
must have, by bootstraping, ¢/ > 0 for all > x; which is clearly a contradiction. [J

In the following we investigate the asymptotic behaviour of ¢(xg), A(x¢) and z in the
limit h | 1/v/2. We prove the following result

Theorem 4.2 Let {hy}2, tend to \%Jr. Denote by (Yx, Ax) a solution of (1.1) with h = hy,,
and i (0) > 0. Then,

1. {(¢g, Ax) }oy contains a converging subsequence in C™[0,x] for any x > 0, m > 0.

2. Let (Yr, Ax) = (Yoo, Aso) uniformly on any finite interval [0, x]. Then, (oo, Axo) is a
solution of the problem for (cf. [8])

"

S =v v+ A (4.2a)
A" =*A (4.2b)

'(0) =0 lim ¢ = 1 (4.2¢,d)
A'(0)=1/V2 lim A=0. (4.2¢,f)

We note that the proof of the theorem must include a proof of existence of solutions to (4.2).
To prove the theorem we first show that 1(x) — 1 and A(zo) — 0 as h | 1/v/2.

Lemma 4.3 Let (¢, A) be a solution of (1.1) for h < k. Let xy be the mazimum point of

¥, and let ¥, dof W(xo), Am o A(xo). Then

2

h2_

- I€2_

: 1
2 +h%— = (4.3a,b)
2

N

A\

A2 <1 — 2 LA () <

K2 — 5 2

N

Proof: In §3 in (3.4b) we define a function G which is negative at the origin and positive
for sufficiently large x. Hence, there is a point © = z; where G(x;) = 0 and G'(z,) > 0. It
is easy to show, by calculating the derivative of G that at this point, that

A/
{W -1+ —} >0
K r=x1

10



Let ©; = ¥(x1) and A} = A’(x1). By the above inequality we have
K2 (1— )" < (47

By (3.2a), (2.3) is valid for any solution of (1.1). At x = z, keeping in mind that G(z;) = 0,
(2.3) is expressible in the form

(AP — 5 (1) = m2
Hence,
H%1—Mf§%(ywﬁf+m—%.
Consequently, as 1, < ¢, we have
B2 — L
(=) = (=vd) <[5

Obviously, since z = x( is a maximum point we must have 1" (z) < 0 and hence,
A2 <1 -2 (4.4)

which proves (4.3a).
To prove (4.3b) we use (2.1) at x = x( to obtain

Al(zo)? — % (1- zpfn)Q =2 A2 + h? - % . (4.5)

which, combined with (4.4), yields

Awg)? < B2 — Lyt

<K -3 (4.6)

m

Substituting (4.3a) in the above proves (4.3b). O
Next, we show that xqg — oo as h | 1/\/5

Lemma 4.4 Let (¢, A) be a solution of (1.1), and let xo denote the mazximum point of 1.

Then . 1
x0>C+110gm—_%. (4.7)
Proof: Denote by A the solution of the problem
A"=A in (0,z) (4.8a)
Alwo) = —|A(z0)] 5 A'(wo) = A'(x0) (4.8b,c)

11



The solution of (4.8) is given by
A(z) = —|A(zg)| cosh(z — x0) + A'(z0) sinh(z — z0) ,

which together with (4.3) yields the estimate

2 11/4:1:7910 A
—Ch—§ ero §A<0

In view of (1.1b) and (4.8a), it is not difficult to show that A < A for all z € [0, z]. Hence,
A(0) < A(0) < —1//2, from which (4.7) easily follows. [

Proof of theorem 4.2: Since (2.3) is valid for any solution of (1.1) [in view of (3.2a)] and
since A(0) must be negative, it is clear that any solution satisfying (1.1) must be a solution
of (2.1) for some 0 < ¢y < 1. Namely,

"

R—S = — ¥ + Apty
Ay = A
(0) =0 ; 1(0) =

A0 = i Ak<o>:_m

where 0 < w((]k) < 1. Hence, we can assume w((]k) — 1g° or else move to an appropriate
subsequence. Let (¢, B) denote the solution of

% =¢° — ¢+ B (4.9a)

B" = ¢’B (4.9b)

F0)=0 ; ¢0) = (4.9¢,d)
B'(0)=1/V2 ; B(0)=—V1—1/2(F). (4.9,1)

By continuity of solutions with respect to initial conditions (cf. theorem 4.1 in chapter
V of [13]) together with the extension theorem (cf. theorem 3.1 in chapter II of [13]), it now
immediately follows that (¢, Ax) — (¢, B) in C™[0, z] for any = > 0 and m > 0.

To prove that (¢, B) = (100, Ax) we need first to show that ¢§° > 0. Suppose, for a
contradiction, that ¢§° = 0. Then, (¢, Ax) must tend pointwise to

x
=0 ; A=-—-1 (4.10a,b)
V2
(k)

Denote by x(()k) the maximum point of 1. By lemma 4.3 Ai(zy’) — 0 as k — oo. Fur-

thermore, Ag(x) < Ak(x(()k)) for all z < ZL‘(()k), and since by lemma 4.4 xék) — 00 as k — 00,

Ay A A yielding ¢¥g° > 0.

12



It remains necessary to show only that (¢, B) satisfies (4.2d) and (4.2f). It has already
(k)

been demonstrated that for < z;” we have

Yie(z) < Yulal?) 3 Anz) < Ap(ad?) 5 dpla) > 05 Ag(x) < 0.

Hence, since :E(()k) — oo we have ¢’ > 0 and B’ > 0 for all z > 0. Furthermore, by lemma 4.3

we have ¢ < 1 and B < 0 for all z > 0. Thus, both ¢ and B must tend to constants, which
we respectively denote by ¢, and B, at infinity. By (4.9a,b) we must then have ¢ — 0
and B” — 0 and since ¢ > 9§° > 0, we must have ¢oo =1, B, = 0. [

5 conclusion

We have demonstrated, for type II superconductors that

1. Positive solutions (¢ > 0) exist whenever 1/v/2 < h < h,, =~ 1.7k
2. No positive solutions can exist for h < 1/ V2

3. As h | 1//2 the limit of any converging subsequence satisfies A = 0, 1 = 1 at infinity.

For type I superconductors only the results 1. and 3. are proved, and even that only for the
case 1.7k > 1/4/2. We note that since the normal state is known to be unstable for h < 1.7x
result 2 does not mean that the normal state would prevail but rather that any solution
satisfying the normal state condition at infinity must be unstable (or time-dependent). Result
3 indicates that steady solutions must satisfy the perfectly superconducting state at infinity.

The above results are in agreement with conjecture 4.8 in [2], which discusses the existence
of asymmetric solutions of (1.1a,b) on the interval [—a, a| in the limit a — co. There are two
types of asymmetric solutions according to this conjecture: one that can be approximated
by the solution of (4.2) with A’(0) not necessarily equal to 1/4/2, and one that can be
approximated by the solution of (1.1). We note that for the linearized equations it was
proved [7] that the solutions in the interval [—a, a], satisfying ¢/'(£a) = 0 tend to the solution
in RT as a — oo.

It should be mentioned that the solution on the real line, which represents one of the
symmetric modes on [—a, a] as a — oo, does not exist for h < 1/+/2 for type II superconduc-
tors [3]. Furthermore, formal asymptotic expansion for x ~ 1/1/2 shows that as h — 1/v/2
the solution tends pointwise to » =1 A = 0. Both results resemble the results i §3 and §4.
Finally, it is reasonable to believe that for some h < x the solutions of (1.1) become unstable
in two dimensions. It is expected that periodic solutions in the form of Abrikosov’s lattices
would emerge away from the boundaries for sufficiently low field.
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